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Abstract: 
Money laundering (ML) is a serious crime which makes 

it necessary to develop detection methods in transactions. 
Some researches have been carried on, but the problem is not 
thoroughly solved. Aiming at the low detection rate of 
suspicious transaction at home and abroad in financial field, 
and with an analysis of radial basis function (RBF) neural 
network, we propose a radial basis function neural network 
model based on APC-III clustering algorithm and recursive 
least square algorithm for anti-money laundering (AML). 
APC-III clustering algorithm is used for determining the 
parameters of radial basis function in hidden layer, and 
recursive least square (RLS) algorithm is adopted to update 
weights of connections between hidden layer and output layer. 
The proposed method is compared against support vector 
machine (SVM) and outlier detection methods, which show 
that the proposed method has the highest detection rate and 
the lowest false positive rate. Thus our method is proved to 
have both theoretical and practical value for anti-money 
laundering. 
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1. Introduction 

Money laundering (ML) usually refers to such activity 
or process that deals with criminal proceeds to disguise 
their illicit origin and make them appear legitimate. In 
recent years, money laundering activity is becoming more 
and more rampant all over the world. The International 
Monetary Fund (IMF) estimates that the aggregate size of 
ML in the world could be 5% of the global gross domestic 
product (GDP), equivalent to approximately 3,000 billion. 
This shows that money laundering has seriously threatened 
the economic development and social safety of the global. 
From reference [1], we can see that anti-money laundering 
issue is much more obvious and needs urgent settlement. 

Several detecting technologies nowadays have been 
applied in AML field are proposed, in reference [2,3], 
decision tree classification and outlier analysis tools were 

introduced in extracting suspicious financial transaction.  
And in reference [4,5,6],such as classification analysis 
tools (Bayesian classification, Genetic algorithms etc), 
cluster analysis tools, support vector machine(SVM), 
case-based reasoning, rough set, link analysis, intelligent 
agents and neural network were mentioned. Outlier 
detection is used to discover data object which is not 
consistent with the features of general data, but it can’t 
recognize the suspicious behavior of peer comparison. 
SVM can get good result, but the time cost is high. A high 
accuracy detection method in financial field is badly needed 
due to the massive data in financial institution and high 
error detection rate. Since RBF neural network can perform 
calculations from time to time with its units, it can 
determine whether the capital flow is involved in money 
laundering activity. It does not involve the complex process, 
thus saving much time in tracking ML activity. 
Consequently, the RBF neural network model proposed in 
this paper for AML is a new attempt to automate the 
process of AML as much as possible. 

2.  Architecture of RBF neural network 

We adopt the radial basis function (RBF) method 
introduced in [7～14]. It can overcome the longer training 
time and the difficulty in determining hidden layer units of 
back propagation (BP) network to a large extent. An RBF 
network is a three-layer feed-forward neural network which 
consists of an input layer, a hidden layer, and an output 
layer. Let the number of input layer, hidden layer and 
output layer be p, m, n respectively. For any 
sample 1 2[ , , , ]Px x x x= …  in the training set

1 2[ , ,..., ]TNX X X X= , 
the output is 1 2[ , , , ]ny y y y= … .The model of a RBF 
network can be described with equations: 

 
(.){ } { } { }jw

p m nx R h R y Rϕ∈ ⎯⎯→ ∈ ⎯⎯→ ∈      (1)  
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where ( )ix xφ→ is a non-linear mapping from the input 
layer to the hidden layer, while the mapping from hidden 
layer to output layer, i.e. ( )i xφ to jy ， is linear. 

1 2[ , ,..., ]Tj j j mjw w w w= ( 1,2,..., )j n=  is the 
connection weight value between the hidden layer and the 
output layer, .  represents the Euclidean norm, 

0 1(.) { 1, (.),..., (.)}hφ ϕ ϕ ϕ= = is a radial basis function 

from R+ toR ,it has several forms, we generally choose 
the Gaussian function: 
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where 1 2[ , ,..., ] ( 1, 2,..., )m

i i i i mc c c c R i m= ∈ = represents 

the ith center in the hidden layer, iσ  controls the 
attenuation speed of Gaussian function, m is the number 
of units in the hidden layer. 

As shown in (1), (2) and (3) , there are three elements 
in designing a RBF neural network i.e. the centre vectors 

ic , the width of the radial basis function iσ , and the linear 

weights jw . Fig.1 illustrates the architecture of RBF 
neural network, 
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Figure 1 Structure of RBF neural network 
 

3. RBF neural network model for anti-money 
laundering 

By investigating the accounts of the bank, we 
discovered that if we start with the transaction among the 
accounts, the relatively real information of the clients can 
be acquired. The training set is composed of a set of records 
in database. Each record includes some attributes, forming 
a feature vector. Besides, there is a unique class label 

corresponding to each sample in training set, the specific 
form of a training sample data sets is expressed as: 

     1 2 3 ,. . .( , , ; )pE v v v v s=             (4)         

where 1 2 3, , , , pv v v v… denote the input attributes for 
anti-money laundering, s  is the value of the class label. 
The available attributes include client number, client name, 
capital account, certificate number of client, transaction 
date, business types affiliated with the transaction account, 
code of the transaction area, transaction sum, transaction 
time, transaction currency, transaction types, and 
frequencies of transaction.  

Through the analysis of the paper above, the RBF 
neural network model proposed for anti-money laundering 
is depicted in Fig.2.  

 
   

1x

2x

1 1( , )x cϕ σ−

2 2( , )x cϕ σ−

( , )i ix cϕ σ−
∑

∑ 1y

2y

px

       Figure 2 RBF neural network model for AML 

 

4. Model realization of RBF neural network for 
anti-money laundering 

The large and suspicious transaction data used in AML 
is provided by the financial institution, we can consider 
these transaction data provided and the case data 
summarized by money laundering case as the training 
samples. We then use trained RBF neural network to judge 
whether the transaction data preprocessed is illegal. 

When the suspicious transaction data is confirmed to 
be real money laundering transaction data, we add it to the 
case data and start to learn the parameters again. The flow 
chart of model realization is below. 
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   Figure 3 Flow chart of model realization 

4.1. Preprocessing of attribute parameter 

Since bank transaction records are typical high 
dimensional and heterogeneous data, and RBF neural 
network can only deal with numerical data, we should 
preprocess the attributes before they are presented to the 
work. For the qualitative attribute variable, we can classify 
them with the grade. For a given dataset U, suppose Q  is 
a subset of U, then for each data in Q  there is a 
mathematical function C which maps the data to a value 
between zero and one, i.e. , : [0,1]Q U C Q∀ ⊆ → . In 
this paper we utilize the normalized difference 

      max( ) min( )i ij ijii
x xξ = −              (5)                                               

where iξ  represents the normalized difference (difference 
between the maximum and minimum value of each 
attribute in a training sample), ijx denotes the value of 

jth  attribute of the ith  sample. 

The normalization is to convert each data ijx  

to ( min( ))ij ij ij ix x x ξ′ = − . After this process, the value 

of the new data falls in the interval[0,1] . In this way, the 
variables have a certain comparability and computability. 
With these new normalized data, the calculation cost is 
reduced. 

4.2. Learning process of RBF network 

4.2.1. APC-III clustering algorithm  

Traditionally K-means clustering is used to determine 
the centers of RBF neural network, where the center is 
typically obtained by randomly selecting points from 
among all of the data points, thus the learning speed is 
relatively slow, and the result is unsatisfactory. In reference 
[15,16], a kind of one-pass clustering algorithm called 
APC-III clustering algorithm is proposed. It can make full 
use of information contained in training data, and by 
clustering the patterns class by class instead of the entire 
patterns at the same time, it obtains a higher learning speed. 
The clustering radius (the minimum distance between 
training patterns) of APC-III clustering algorithm can be 
obtained through formula (6), so 

                  
0

1

1 min ( )
p

i ji ji

R X X
p

α
≠=

= −∑            (6)         

where 0R  is the clustering radius, p is number of the 

training samples, α  is a predetermined constant, 0R  
expresses the radius of each cluster and consequently it 
controls the number of the clusters (the number of hidden 
units).  

The idea of APC-III clustering algorithm is to cluster 
the data firstly, then to modify the number in hidden layer 
and clustering center of RBF neural network according to 
prescribed principle. Then the distance between each given 
training sample and the existing clusters is calculated. If the 
minimum value of all the distances is less than 0R , then we 
include the pattern in the cluster and recalculate the new 
center of the cluster. If the pattern is not included in any 
cluster then we create a new cluster with this sample. 

Based on the analysis and study above, the outline of 
APC-III algorithm can be stated as follows. 
Input: training samples { | , 1, 2,..., }p

i iX x x R i p= ∈ =  

Output: centers of clusters ( 1,2)ic i =  
Variables: 
L: number of clusters    
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:ic  Center of the ith cluster    

:in Number of samples in the ith cluster 

:jid Distance between jx  and the ith cluster 
Step1: Initialize the parameters /* for each sample */ 

set L=1， 1 1c x= ， 1n =1； 
Step2: for (j=2; j≤ p; j++) /* for each cluster */ 
Step3: for ( i =1; i ≤L; i ++)   

{  
compute jid ； 

} 
Step4: if 0( )jid R≤  /* include jx  into the ith cluster */ 

{ 

0
1

1 m in ( );
p

i ji ji

R X X
p

α
≠=

= −∑
( ) ( 1)i i i j jc c n x n= + + ； 

1j jn n= + ； 
} 

Step5: if ( j ix c∉ ) /* create a new cluster */ 
{ 

L=L+1; 

L jc x= ;  

Ln =1; 
} 

4.2.2. Determining the width parameter of Gaussian 
function 

So far we have determined the center ic of RBF neural 
network, the width parameter of its kernel function can be 
calculated by 

              
2

i
i
d

m
σ =                 (7) 

where id denotes the maximum distance between the 

ith center and other training samples, m denotes the 
number of centers (the number of hidden layer nodes). 

4.2.3. Recursive least square (RLS) algorithm 

Due to the fact that the mapping from hidden layer to 
output layer is linear, the weights determination become a 
linear optimization problem. Since the convergence speed 
of Gradient Descent algorithm is too low, the RLS 

algorithm is introduced in this paper. We regard the weights 
as status vector 

1 2( ) [ ( ) , ( ) , . . . , ( ) ] 1Tj j j n jw k w k w k w k j n= ≤ ≤  (8) 

When it goes to the kth  step, the output vector of the 
middle layer is 

1 1 1( ) [ ( ), ..., ( )] [ ( ( )), , ..., ( ( )), ]T T
nl nl nlk k k l k l kφ φ φ φ σ φ σ= = (9) 

The estimated output of the jth  unit in the kth
step is  

   l( ) [ ( ), ]j ij l iy k w l kφ σ=∑          (10) 
Supposing the actual output obtained by RBF neural 
network is ( )iy k ，the output error is calculated by  

   l( ) ( ) ( )j j jk y k y kε = −             (11)         
The weight of RBF neural network is updated as 

follows 
1 ( 1) ( ) ( ) ( 1)( 1) ( ) ( ) ( ) ( ) ( )
( ) ( ) ( ) ( 1) ( )

T

j j j T

k k k kw k w k k k k k
k k k k k

µ φ φ µµ φ ε µ
λ λ φ µ φ

⎡ ⎤− −+ = + −⎢ ⎥+ −⎣ ⎦
  (12)  

where µ  is the error covariance matrix,λ (0 1)λ< <  is  
a forgetting factor, it can weaken the influence of historical 
data on current value gradually, therefore the current value 
can reflect the characteristics of present sample data as 
much as possible. In this paper, we propose a method to 
adjust ( )kλ dynamically 

0

( ) 1 e x p kkλ
τ

⎛ ⎞
= − −⎜ ⎟

⎝ ⎠

    (13)  

where 0τ  is an initial smoothing factor, which is set 
empirically. 

5. Experiment  

In this paper we compare RBF neural network 
algorithm with the other two typical methods: support 
vector machine and outlier analysis. Our attention is mainly 
focused on the detection rate(DR) and the false positive 
rate(FPR), the detection rate is defined as the number of 
unusual instances detected by the system divided by the 
total number of unusual instances presented in the test set. 
The false positive rate is defined as the total number of 
normal instances that are incorrectly classified as unusual 
divided by the total number of normal instances. 

5.1. Experiment data set 

A real financial transaction record database set 
acquired from one commercial bank is adopted in the 
experiment; it comprises 6000 accounts, one million 
records transactions over 8 months. Table 1 is the main 
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structure of the raw data sets. According to the 
characteristics of case data, and in order to acquire the 
primary features to build a customer behavior profile, we 

pick up three attributes processed according to the 
statistical theory, namely, frequency of withdrawals (d1), 

Table 1.Raw data set 

Client 
number 

Business 
type 

Transaction 
date 

Transaction 
type 

Times of 
deposits 

Times of 
withdrawals 

Transaction 
sum 

187366 Manufacturing 20051206 Deposits 7 6 109060 
157801 Service 20060305 Withdrawals 5 2 8610 
199643 Private 20060418 Withdrawals 4 3 76431 
… … … … … … … 

 
 
frequency of deposits (d2) and transaction sum (d3). We use 
the preprocessing methods described in 4.1 to deal with the 
three attributes, then we obtained training data as listed in 
table 2. 

 
Table 2. Attribute parameters (d1, d2 , and d3) for AML 

Sample Frequency of 
withdrawals(d1) 

Frequency of 
deposits(d2) 

Transaction 
sum(d3) 

S1 0.04 0.21 0.65 

S2 0.18 0.15 0.71 

… … … … 

 
Because the real money laundering data is hard to 

acquire, we can add some suspicious event to the normal 
transaction data to detect the effectiveness of RBF neural 
network. Let 1ψ κ（ ）  denote normal transaction data, then 
suspicious transaction data is 

2 1ψ ψ γ（ k） = （ k) + . e( k) , k=1, 2, . . . , 200    (14) 

where s in ( )
2

0

[8 0 , 9 0 ]
( ) { k k
e k

π ∈
=

ot her
is an unusual event, 

γ is a constant measuring the intensity of an unusual 
transaction. 

5.2. Experiment analysis and comparison  

Since SVM algorithm is suitable for the classifier 
designing and suspicious discovery among high 
dimensionality heterogeneous data sets. We use the SVM 
algorithm in the package provided by LIBSVM[17], the 
SVM algorithm is based on the HVDM distance, given the 
incorrectly classification punishment factor G is 100, the 

control parameter η is 1. And the outlier could be 
discriminated by the average and standard deviation. Given 
two datasets L ( )l L∈ and R( )r R∈ , then the average value 

is � ( , )
1

1

( , )
( , , )

( , )
L l r

Rq N

L

n q r
nl r

n l r

α
α ∈=
∑ , ( , ) { | ( , ) }L l rN q L d l q r= ∈ ≤ , ( , )d l q is 

the distance between point l and q , ( , )Ln l r is the 

number of r -neighbors of l L∈ ,the standard deviation is 

l
�

( , )

2
1 1

1

( ( , ) ( , , ))
( , , )

( , )
L l r

Rq N

L

n q r n l r
l r

n l r

α α
σ α ∈

−
=
∑ , 1α is a parameter with its 

value 1 2δ (the factor δ is a positive number). 

If � l
1 1 1( , , ) ( , ) ( , , )Rn l r n l r l rα α εσ α− > , then the point l is 

the outlier, ε is a constant.  
According to the experiment analysis result of 

reference [16], we discovered that when parameter α  
which determines the clustering radius of APC-III 
algorithm is below 1.04, the accuracy of RBF neural 
network is better. So in this paper we choose α  with its 
value 1.02, and we assume initial smoothing factor 0τ  is 
0.1, The initial hidden layer number of RBF neural network 

is swing around the formula
2log p

 , p is the number of 

nodes in input layer. 
We picked 200 instances from the raw data mixed with 

70 suspicious transaction data to train the model. When the 
error is below 0.01, the learning is stopped. The error curve 
of RBF neural network is depicted as Fig. 4. As for the test 
set, we use another 50 of the raw data involved with 
another 40 deliberately simulated unusual records. Given 
these parameters 1 1 8α = ,ε =3,γ =0.2. We examined our 
test data included 90 transaction data, out of which 27, 38 
and 78 are detected in the three methods. The test result is 
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shown in Fig. 5.  
 

   
Figure 4 Error curve of RBF network  

      
Figure 5 Detection rate and false positive rate comparison 

6. Conclusions 

The RBF neural network model for anti-money 
laundering presented in this paper can reach high correction 
rate. It shows promising results in reducing false positive 
rate and enhancing detection rate remarkably, providing a 
new method to detect the suspicious transaction. And it can 
adapt to the changing risk and means of money laundering. 
Experiment shows that the RBF neural network model is 
feasible and effective in money laundering detection. At the 
same time, there are many problems to be further studied, 
such as the actual detection system for anti-money 
laundering and the real money laundering transaction 
records for experiment analysis. 
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